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In this paper, we first investigate the side channel analysis attack resistance of various FPGA hardware implementations of the ARIA block cipher. The analysis is performed on an FPGA test board dedicated to side channel attacks. Our results show that an unprotected implementation of ARIA allows one to recover the secret key with a low number of power or electromagnetic measurements. We also present a masking countermeasure and analyze its second-order side channel resistance by using various suitable preprocessing functions. Our experimental results clearly confirm that second-order differential side channel analysis attacks also remain a practical threat for masked hardware implementations of ARIA.
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I. Introduction

Side channel analysis attacks are used to investigate the security of the implementation of cryptographic devices. Since its invention by Kocher and others [1], many methods have been published and different algorithms attacked. One of the most powerful types of attacks is the differential side channel analysis (DSCA) attack, which requires little knowledge about the cryptographic device but requires a large number of traces instead. DSCA attacks analyze how the power consumption or electromagnetic (EM) radiation depends on the processed data at fixed moments in time. For the attack, the intermediate results of the algorithm, which depend on the secret information (the secret key), are chosen. Then, the power consumption is measured and compared to the hypothetical power consumption of these intermediate values.

Many papers that assess DSCA resistance of hardware and software implementations have been published. Most of these papers are related to smart card implementations of the AES block cipher. Other papers analyze ASIC and FPGA implementations of AES [2]-[5]. In this paper, we investigate the differential side channel resistance of the block cipher ARIA, which is a national Korean standard algorithm [6]. ARIA has been implemented in hardware and software for various applications. However, previous publications have only focused on the side channel resistance of software implementations of ARIA [7], [8]. To our knowledge, there has been no previous study that considers the side channel resistance of hardware implementations of ARIA; therefore, it is necessary to check the strength of these implementations as well.

Most of the techniques presented in this paper have already been applied to various implementations of a similar block cipher, AES. Using these techniques, we provide a systematic
evaluation of the side channel resistance of hardware implementations of ARIA. We implement different variants of ARIA on our FPGA platform. The unprotected implementations are successfully attacked using first-order DSCAs, such as differential power analysis (DPA) [1] and differential EM analysis (DEMA) [9] in the near and far fields. In addition, we analyze various protected implementations using masking to assess their second-order DSCA resistance. Finally, we analyze different practical preprocessing functions to perform successful higher-order DSCA attacks. Our experiments clearly show that second-order DSCA attacks are practical for masked hardware implementations of ARIA as well.

The remainder of this paper is organized as follows. In section II, we give a short description of ARIA and the investigated hardware implementations. In section III, we present first-order DSCA attacks of our unprotected ARIA implementations. In section IV, we first present a masked hardware implementation of ARIA. Then, the masked implementation and some masking variations are analyzed to assess their second-order DSCA resistance. Finally, we conclude this paper in section V.

II. Hardware Implementation of ARIA

In this section, we first give a short description of the block cipher ARIA. Then, we discuss two different FPGA implementations of the cipher, which are analyzed regarding their side channel resistance.

1. ARIA Block Cipher

ARIA is a symmetric block cipher which encrypts 128-bit blocks of data. The possible key sizes are 128-, 192-, or 256-bit and the numbers of rounds are 12, 14, or 16, respectively. The cipher is an inversion, substitution, and permutation encryption network, and each round consists of three parts.

- Roundkey addition (RA): a 128-bit data block is XORed with the 128-bit roundkey.
- Substitution layer (S-boxes): the (nonlinear) substitution layer applies four different S-boxes to the previous values.
- Diffusion layer (DL): the output of the substitution layer is used in a (linear) binary 16×16 matrix multiplication.

The substitution layer of ARIA uses the S-boxes \( S_1 \) and \( S_2 \) together with their inverses \( S_1^{-1} \) and \( S_2^{-1} \). The S-box used in AES is \( S_1 \). Each S-box represents an affine transformation of a high degree power function over \( GF(2^8) \). \( S_1 \) is defined by \( S_1(x) = x \cdot x^{27} \oplus a \), and \( S_2 \) is defined by \( S_2(x) = B \cdot x^{27} \oplus b \). The matrices \( A \) and \( B \) and the vectors \( a \) and \( b \) are defined by (1) and (2). Note that the even rounds have a slightly different ordering of the S-boxes to perform the cipher involution.

The roundkeys are generated by the key schedule of ARIA. The key schedule is first initialized by a three-round Feistel cipher. It then generates the roundkeys by a sequence of XOR, rotate-right, and rotate-left operations.

\[
A = \begin{bmatrix}
1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & 1 \\
1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
\end{bmatrix}
\] and \( a = \begin{bmatrix} 1 \\ 1 \\ 0 \\ 0 \\ 0 \\ 0 \\ 1 \\ 0 \\ 0 \\ \end{bmatrix} \) \quad (1)

\[
B = \begin{bmatrix}
0 & 1 & 0 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 1 \\
1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 \\
1 & 0 & 0 & 1 & 1 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 & 1 & 1 & 0 & 1 \\
1 & 1 & 0 & 1 & 0 & 0 & 1 & 1 \\
\end{bmatrix}
\] \quad \text{and} \quad b = \begin{bmatrix} 0 \\ 0 \\ 1 \\ 0 \\ 0 \\ 0 \\ 1 \\ 1 \\ 1 \\ \end{bmatrix} \quad (2)

2. FPGA Implementation of ARIA

To analyze the side channel resistance of hardware implementations of ARIA, we implemented the cipher on an FPGA. In the unprotected reference implementation, we use a one-round loop architecture that uses five clock cycles per round. Four S-boxes are computed in one cycle; therefore, 4 cycles are needed for the substitution layer. One cycle is used for the diffusion layer.

To investigate different practical implementations of ARIA, we consider two general cases of S-box implementations. In the first implementation, each S-box is based on a multiplicative inverter over the composite field \( GF(\mathbb{F}_2^8) \) [10], and in the second implementation each S-box consists of a table look-up implemented in ROM.

By looking at the algebraic definition of the different S-boxes, the memory size of their implementation can be reduced. Since \( x^{27} = (x^{-1})^7 \) in \( GF(2^8) \), each S-box can be expressed by an affine transformation of the inversion over \( GF(2^8) \) [11], [12]. Therefore, only one multiplicative inverter or one inversion table is needed to compute all four S-boxes. Equations (3) to (6) show the representation of these S-boxes, where \( C \) is the 8×8 matrix, which takes an element to its 8th power in \( GF(2^8) \):
\[ S_i(x) = A \cdot x^{-1} \oplus a, \]  
(3)  
\[ S_i(x) = BC \cdot x^{-1} \oplus b, \]  
(4)  
\[ S_i^{-1}(x) = (A^{-1} \cdot x)^{-1} \oplus a^{-1}, \]  
(5)  
\[ S_i^{-1}(x) = ((BC)^{-1} \cdot x)^{-1} \oplus b^{-1}. \]  
(6)

Moreover, to reduce the number of gates and the critical path delay, the affine transformations \(A, BC, A^\dagger\) and \((BC)^\dagger\) are combined with the isomorphism function into the composite field \(GF((2^2)^3)\).

To perform the second-order DSCA attacks on ARIA, we implemented a simple masking countermeasure where the S-box table of the original cipher has been replaced by a masked S-box table. The sizes of our different implementations of ARIA are shown in Table 1.

III. First-Order DSCA Attacks on ARIA

In this section, we investigate our reference implementations regarding first-order DSCA attacks. We compare DPA attacks with DEMA attacks in the near and far fields for both S-box implementations. Finally, the provided experimental results show that an unprotected FPGA implementation of ARIA is still vulnerable to all these attacks.

To attack FPGA implementations of ARIA, we used the Altera EP20K300EQC240-3 device of the APEX 20K family and the measurement setup shown in Fig. 1. The EM and power traces were measured simultaneously using the same trigger to ensure a more accurate comparison. For the attack, 10,000 random plaintexts and one fixed (but random) key were used.

A single power trace and EM trace of one computation of ARIA is shown in Fig. 2. The black trace corresponds to the power trace and the gray trace corresponds to the EM trace. To characterize the noise of the power and EM traces, we performed 100 measurements. For each measurement, the same input data and the same key was used to avoid data and key dependent variations. Since the noise is normally distributed at each sampling point, we can characterize the

---

**Table 1. Sizes of our FPGA implementations of ARIA.**

<table>
<thead>
<tr>
<th>Implementation</th>
<th>Logic cells</th>
<th>Memory bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table look-up</td>
<td>5,126</td>
<td>8,192</td>
</tr>
<tr>
<td>Multiplicative inverter</td>
<td>5,453</td>
<td>-</td>
</tr>
<tr>
<td>Masked table look-up</td>
<td>7,089</td>
<td>8,192</td>
</tr>
</tbody>
</table>

---

**Fig. 1.** Measurement setup for DSCA attacks on FPGA implementations of ARIA.

**Fig. 2.** Single power trace (black) and EM trace (grey) of an FPGA implementations of ARIA.

**Fig. 3.** Noise variance of the power measurements.

**Fig. 4.** Noise variance of the EM measurements.
noise of the power and EM traces by the standard deviation $\sigma$ or the variance $\sigma^2$. Figures 3 and 4 show the noise variance of the power and EM traces, respectively.

The DSCA attacks performed in this study are correlation attacks. These attacks examine the linear relationship between side channel leakage and the hypothetical leakage of the data being processed by the cryptographic algorithm [13]. For this attack, it is important to build a hypothetical model based on assumptions about the energy dissipation of the device. After building a reasonable hypothetical model, an attacker computes the correlation coefficient between the measurement signals and the hypothesis. In a successful attack, only the correct key hypothesis leads to a high correlation coefficient.

We assume that the power consumption of our implementation depends on the transitions that occur in the circuit (Hamming distance model); therefore, an attacker needs to predict the transitions of the intermediate values. Generally, transitions of values stored in registers are selected to predict the side channel leakage of a device because these transitions have a high influence on the data dependent power consumption. Recently, Stanica and others [5] demonstrated that the power consumed by an FPGA depends on the amount of resources used by a design as well.

1. Attacking the S-box Output

In our unprotected implementation, four S-boxes are computed in each cycle. Therefore, the output of the $i$-th S-box and the output of the $(i+4)$th S-box are consecutively stored in the same register. Because our device leaks the Hamming distance (HD) of consecutive values, we can model the power consumption of the first round according to the Hamming weight (HW):

$$HW(S(P_i \oplus K_i) \oplus S(P_{i+4} \oplus K_{i+4})),$$

where $P_i$ and $K_i$ are the $i$-th plaintext and roundkey bytes, respectively. Since the HD of the intermediate values depends on two roundkey bytes, we need $2^{16}=65536$ key hypotheses to determine $K_i$ and $K_{i+4}$.

2. DPA Attacks on ARIA

We performed the DPA attacks on the substitution layer, which was implemented as a multiplicative inverter and as a table look-up. For both implementations, we computed the correlation coefficient between the power traces and the hypotheses.

A. Multiplicative Inverter

For the visualization of the results, we fixed the key $K_i$ to the correct key. The resulting DPA traces for the 256 key hypotheses of $K_{i+4}$ are plotted in Fig. 5. The black trace corresponds to the correct key, while the gray traces correspond to the 255 incorrect key hypotheses. There are no significant gray peaks, and there is only one peak in the black trace. Because this peak corresponds to the correct key, we know that our attack was successful.

Figure 6 illustrates the highest correlation coefficients of the 256 key hypotheses as a function of the number of traces. The correlation coefficient for the correct key hypothesis converges to about 0.15, while all other correlation coefficients converge to values below 0.1. Therefore, the correct key hypothesis can be clearly separated from the wrong key hypotheses.

B. Table Look-up

The DPA traces of the attack on the S-box table look-up are plotted in Fig. 7. As in the previous attack, the black trace corresponds to the correct key, and the gray traces correspond to the incorrect key hypotheses. Figure 8 shows that the correct key can already be distinguished from the incorrect keys after 200 traces. The correlation coefficient for the correct key hypothesis is about 0.22 which is significantly higher than attacking the multiplicative inverter. This is because the multiplicative inverter is composed of a more complicated combinational logic than the table look-up, and more signals that do not correlate with the hypothesis occur. Therefore, the signal-to-noise ratio (SNR) of the table look-up is higher, and a better result can be obtained.

Note that the highest correlation coefficients of these two implementations are lower than the highest correlation coefficients of software-based implementations (see [8]). However, both results (Figs. 5 and 7) show that unprotected FPGA implementations of ARIA are vulnerable to DPA attacks, as stated for software implementations in [7], [8].

3. Near-Field DEMA Attacks on ARIA

EM signals are another source of unintentional leakage of
information by the device during its cryptographic computations. EM attacks can be compared to power attacks. Using power measurements, one has only access to the global power consumption, while EM traces are confined to a small and specific area of the target device. Therefore, we can obtain EM traces with a higher SNR and a higher correlation. So far, many papers have shown that EM attacks are as powerful as power attacks [9], [13]-[16].

In this section, we present a near-field DEMA attack on an unprotected implementation of ARIA. To measure the near-field EM traces, we used the LANGER RF-R 400-1 EM probe and a preamplifier that can amplify weak EM traces with high spatial resolution [17]. The measurement probe was positioned a few millimeters from the FPGA device (see Fig. 1). For the near-field DEMA, we attacked the same implementations of the substitution layer as in the DPA attack. We also used the same hypotheses to compare the different results with the previous DPA attacks.

A. Multiplicative Inverter

Figure 9 shows the result of a DEMA attack on an S-box based on a multiplicative inverter. The resulting DEMA trace of the correct key is plotted in black, while the gray traces correspond to the wrong hypotheses. Figure 10 shows that the correlation coefficient converges to 0.22, and the number of traces needed for a successful attack is lower than in the DPA attacks.

B. Table Look-up

The black trace in Fig. 11 shows the correct hypothesis of an S-box based on a table look-up. The correlation coefficient is about 0.32, which is, again, higher than attacking the multiplicative inverter. Figure 12 shows the correlation coefficient as a function of the number of measured traces.
4. Far-Field DEMA Attacks on ARIA

The electromagnetic emissions of a device can also be measured in the far field; however, EM attacks in the far field are usually more difficult to perform than attacks in the near field because the emissions in the far field include much more noise. Some noise sources are radio signals or the radiated emissions of other electronic devices, located in the reception area of the antenna.

To demonstrate that even far-field EM traces of an unprotected FPGA implementation of ARIA contain enough information to perform successful attacks, we built a simple measurement setup. We placed our measurement in a non-shielded environment to perform an attack under realistic conditions. The far-field EM traces were measured with a directional antenna with a frequency range from 200 MHz to 1 GHz. We connected the antenna via a preamplifier (30 dB) to a digital oscilloscope. No filter was used between the antenna and the oscilloscope. In this case, the captured traces contain a wide range of frequencies, mainly in the bandwidth of the antenna. For these frequencies, we can roughly compute the area ($d$) where the near field changes into the far field as follows:

$$d = \frac{\lambda}{2\pi} = \frac{c}{2\pi f} = \frac{3 \cdot 10^8 \text{m/s}}{2\pi \cdot 2 \cdot 10^9 \text{Hz}} = 0.24 \text{m},$$

where $\lambda$ is the wavelength, $f$ is the frequency, and $c$ is the velocity of light. In our attack, we placed the antenna at a distance of 1 meter from the FPGA board.

To obtain a trigger signal for the oscilloscope, a probe was connected to an I/O pin of the FPGA board. In practice, it is difficult to obtain a trigger signal without connecting to the FPGA board. However, it is still possible to use a smart trigger, which triggers at specific patterns of the far-field EM signal. If this method does not provide good results, an attacker can apply alignment techniques and discard outliers, to be able to perform far-field EM attacks without connecting a trigger signal directly to the board.

Since the far field contains a lot of noise, only one S-box was implemented as a table look-up to improve the SNR. Note that the highest correlation values of a DPA and a DEMA attack on this implementation were about 0.6 and 0.8, respectively.

Figures 11 and 12 show the results of the DEMA attack in the far field. The highest correlation coefficient for the attack at a distance of 1 meter was about 0.032. Due to the high amount of noise, these values are very low compared to those of the DPA and near-field DEMA attacks. Nevertheless, we have shown that
DEMA attacks can also be conducted in the far field.

5. Comparison of Results

An interesting result of side channel attacks is the number of traces needed to distinguish the correct hypothesis from all wrong hypotheses. Mangard demonstrated in [18] that the number of traces needed to perform side channel analysis attacks can be computed using the correlation coefficient \( \rho \) between the correct predictions and the traces. This relationship is defined as

\[
N = 3 + 8 \left( \frac{Z_\alpha}{\ln \frac{1 + \rho_{\text{max}}}{1 - \rho_{\text{max}}}} \right)^2,
\]

(9)

where the confidence interval \( Z_\alpha \) determines the distance between the distributions of \( \rho = 0 \) and \( \rho = \rho_{\text{max}} \), and the probability \( \alpha \) determines the confidence level.

To attack the whole cipher, a significant peak of the correct key is needed; therefore, we set the confidence level to \( \alpha = 0.9999 \) as suggested by the rule of thumb of [29]. We get \( Z_\alpha = 3.719 \) and can calculate the maximum number of traces needed for the different attacks and implementations. Table 2 shows that in our implementations the near-field EM attack on a table look-up leads to the lowest number of traces.

We also calculated the number of traces needed for a successful DEMA attack in the far field. As shown in Table 3, a DEMA at a distance of 1 meter needs twice as many traces as a DEMA at a distance of 0.5 meter. The further the distance between the FPGA board and the antenna is, the more traces that are needed for an attack.

Note that we can improve the SNR of the traces by using a spectrum analyzer which can remove the frequencies with a low data dependency. Moreover, an EM attack could be performed in a shielded environment to reduce external noise.

IV. Second-Order DSCA Attacks on a Masked ARIA Implementation

In the previous section, we demonstrated that an unprotected hardware implementation of ARIA is vulnerable to first-order DSCA attacks. In this section, we investigate the second-order DSCA resistance of a masked hardware implementation of ARIA.

1. Masking ARIA

Masking schemes are popular methods to protect block ciphers against first-order DSCA attacks. Using masking, the intermediate values that occur during the computation are concealed by a random value (the mask). Thus, the power consumption should be independent of the unmasked values.

In our analysis, we use additive masking where the mask is XORed with the intermediate value:

\[
a_m = a \oplus m = P_i \oplus K_i \oplus m.
\]

However, most hardware countermeasures based on masking schemes are insecure and susceptible to first-order DPA attacks due to the effect of glitches in nonlinear combinational logics [19]-[22]. Therefore, we have targeted an implementation using a masked table look-up of the S-boxes. This implementation has a higher hardware requirement but has been resistant to first-order DSCA attacks in our experiments.

The S-box table \( S \) of the original cipher has been replaced by a masked S-box table \( S_m \) such that \( S_m(a \oplus m) = S(a) \oplus m \) for variable input and output masks, \( m \), and \( m_o \). To reduce the number of stored masked S-box tables, the same mask can be used for all S-boxes. Only one stored masked table of the inversion over \( GF(256) \) is needed. This table is then used to compute the four S-boxes using affine transformations (see section II.2).

Particular care has to be taken to avoid unintentional cancellation of masks. If a device leaks the HD, and the output of two masked S-boxes with the same mask are stored subsequently in the same register, the HD of the intermediate values will leak. The algorithm can then be attacked by a first-order DSCA using the following power (or EM) model:

\[
HD(a \oplus m, b \oplus m) = HW(a \oplus b) ,
\]

(10)

where \( b = P_i \oplus K_i \).

Even if some S-boxes of the substitution layer are masked...
with the same mask, but not stored in the same register, the diffusion layer can unmask the intermediate values. Therefore, different masks must be used for the diffusion layer to ensure that all intermediate values stay masked.

2. Second-Order DSCA Attacks

Messerges was the first to show that a simple masking scheme is vulnerable to second-order DSCA attacks in practice [23]. Since then, many practical and improved second-order DSCA attacks for masked software and hardware implementations have been published [24]-[28].

Second-order DSCA attacks exploit the leakage of two intermediate values, \(a_m\) and \(b_m\), which are related to the same mask \(m\). The attack can be divided into a preprocessing step and an evaluation step. In the preprocessing step, an attacker chooses an interval in which the values \(a_m\) and \(b_m\) are processed in the device. Then, each pair of points of the power (or EM) trace in this interval is combined using a preprocessing function to get the preprocessed trace.

In the evaluation step, similar to first-order DSCA attacks, an attacker calculates the correlation between the preprocessed traces and the hypothetical power consumption \(\text{HW}(a \oplus b)\). Therefore, it is important to choose a preprocessing function which maximizes the correlation between \(\text{HW}(a \oplus b)\) and the measured power consumption of the masked values \(a_m\) and \(b_m\):

\[
\rho(\text{HW}(a \oplus b), \text{pre}(\text{HW}(a_m), \text{HW}(b_m))).
\]

Note that we can still perform second-order DSCA attacks if the two masked intermediate values are processed at the same time. In this case, the device adds up the two power consumptions; therefore, there is less freedom in choosing the precomputation function. However, by applying nonlinear functions a second-order DSCA attack is still possible. In the following subsection, we will investigate these two second-order DSCA scenarios using our masked ARIA implementations.

A. Different Clock Cycles

In this case, we attack an implementation in which two S-boxes use the same mask but are processed in different cycles. To avoid implicit cancellation of the mask, the initial values of the registers are set to zero. Another method would be to use different masks or to fill the registers with random values instead. However, in most practical environments, it is difficult to generate many random values in each cycle. The power consumption of the device corresponds to \(P_1 = \text{HW}(S(P_1 \oplus K_s) \oplus m)\) when the first S-box is processed and \(P_2 = \text{HW}(S(P_2 \oplus K_s) \oplus m)\) when the second S-box is processed. Therefore, the resulting hypothesis for the second-order DSCA attack is:

\[
\text{HW}(S_1(P_1 \oplus K_s)) \oplus S_2(P_2 \oplus K_s)).
\]

Table 4 lists some possible preprocessing functions and their corresponding correlation coefficients in the case of a 1-bit and 8-bit scenario [29]. Usually, the best result is obtained by subtracting the two power consumptions and taking the absolute value of the difference [29].

<table>
<thead>
<tr>
<th>Preprocessing</th>
<th>Value</th>
<th>(\rho)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1 bit</td>
</tr>
<tr>
<td>(a_m)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(b_m)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(\text{HW}(a_m \oplus b_m))</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1 (\text{HW}(a_m) + \text{HW}(b_m))</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2 (\text{HW}(a_m) + \text{HW}(b_m))</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3 (\text{HW}(a_m) + \text{HW}(b_m))</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4 ((\text{HW}(a_m) + \text{HW}(b_m))^2)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5 (\text{HW}(a_m) - \text{HW}(b_m) - E)</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 15. Second-order DPA traces of all 256 key hypotheses.
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maximum correlation coefficient of the second-order DPA attack can be obtained with $\beta = 6$, the correlation coefficient of the second-order DEMA attack has its maximum at $\beta = 3$.

### B. Same Clock Cycle

In the previous section, the two masked values, $a_m$ and $b_m$, concealed by the same mask $m$, were processed at different clock cycles. However, in hardware implementations, masked values are usually processed at the same time. If two masked values are concealed by the same mask but processed in two parallel circuits, the combined power consumption can still be susceptible to second-order DSCA attacks.

To find a suitable preprocessing function for this case, we performed second-order DSCA attacks on a simple masked S-box and measured 100,000 power traces and 100,000 EM traces simultaneously. Two masked S-boxes were concealed by the same mask in our reference implementation. The two outputs of the S-boxes are $a_m = S(x_1) \oplus m$ and $b_m = S(x_2) \oplus m$, where $x_1$ and $x_2$ are the inputs for each S-box and $m$ is the common mask.

The device under attack leaks the Hamming weight of the intermediate values. Therefore, we can model the overall

### Table 5. Correlation coefficient for different values of $\beta$.

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPA</td>
<td>0.0547</td>
<td>0.0573</td>
<td>0.0592</td>
<td>0.0605</td>
<td>0.0614</td>
</tr>
<tr>
<td>DEMA</td>
<td>0.0791</td>
<td>0.0843</td>
<td><strong>0.0864</strong></td>
<td>0.0861</td>
<td>0.0839</td>
</tr>
<tr>
<td>$\beta$</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>DPA</td>
<td><strong>0.0618</strong></td>
<td>0.0616</td>
<td>0.0611</td>
<td>0.0602</td>
<td>0.0589</td>
</tr>
<tr>
<td>DEMA</td>
<td>0.0801</td>
<td>0.0753</td>
<td>0.0698</td>
<td>0.0640</td>
<td>0.0581</td>
</tr>
</tbody>
</table>

### Table 9. Correlation coefficient for different values of $\beta$.

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPA</td>
<td>0.0547</td>
<td>0.0573</td>
<td>0.0592</td>
<td>0.0605</td>
<td>0.0614</td>
</tr>
<tr>
<td>DEMA</td>
<td>0.0791</td>
<td>0.0843</td>
<td><strong>0.0864</strong></td>
<td>0.0861</td>
<td>0.0839</td>
</tr>
<tr>
<td>$\beta$</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>DPA</td>
<td><strong>0.0618</strong></td>
<td>0.0616</td>
<td>0.0611</td>
<td>0.0602</td>
<td>0.0589</td>
</tr>
<tr>
<td>DEMA</td>
<td>0.0801</td>
<td>0.0753</td>
<td>0.0698</td>
<td>0.0640</td>
<td>0.0581</td>
</tr>
</tbody>
</table>

### Fig. 19. Correlation coefficient for different offsets of the mean $E(P)$ in case of the EM traces.

### Fig. 20. Result of the second-order DPA attack using the preprocessing function $p_e(P) = |P - E(P)|$. 
power consumption by adding the power consumption of the two parallel circuits: 
\[ P = HW(a_n) + HW(b_n). \]
We calculated the correlation coefficients between \( HW(a \oplus b) \) and the traces after applying the preprocessing functions \( |P| \) and \( P^2 \) of [24]. However, even with 100,000 measurements we were not able to perform a successful second-order DSCA attack for any of these preprocessing functions. We did not see any significant peak for the unmasked values \( S(x_1) \) and \( S(x_2) \) either.

The problem is that we are limited in the choice of good preprocessing functions because the power consumptions are added implicitly by the device. Therefore, we have been looking for a preprocessing function which yields a similar correlation coefficient as the function \( |P| - P^2 \). Taking the absolute value is only useful if there are positive and negative values in the traces. The impact on the correlation after adding an offset to the traces and then applying the absolute value is shown in Fig. 19. The absolute value works best if the traces are centered around zero; therefore, we removed the mean of the traces before taking the absolute value.

We computed the correlation coefficient using \( |P - E(P)| \) (see Table 4), and with this preprocessing function we were able to perform successful second-order DPA and DEMA attacks. The highest correlation coefficient of the second-order DPA attack is \(-0.0196\) and that for the DEMA attack is \(-0.0396\). As the correlation coefficient for \( |P - E(P)| \) shown in Table 4, the two correlation coefficients have a negative value. The mean values of the power traces and EM traces at the corresponding points in time are 4.5 mV and 4.16 mV, respectively. Figures 20 and 21 show the traces of the second-order DSCA attacks using our preprocessing function. In each attack, the peak in the black trace corresponds to the correct key.

V. Conclusion

In this paper, we investigated the side channel resistance of various hardware implementations of ARIA. For this purpose, we implemented different unprotected and masked variants of ARIA on an FPGA without other hardware countermeasures. We demonstrated that an unprotected hardware implementation of ARIA is vulnerable to first-order DPA and DEMA attacks. The secret key can be recovered with a low number of power or near-field EM measurements. In the far field, it is more difficult but still possible to perform a successful attack. Note that there are hardware countermeasures, such as Faraday cages and the like, which can normally be used where an FPGA is used; therefore, the application of these attacks is most likely in an embedded system, such as a smartcard containing an ASIC, where hardware countermeasures are somewhat limited.

We also implemented different masking variants to protect our implementation against first-order DSCA attacks in practice. We successfully analyzed these implementations regarding second-order DSCA attacks. Using suitable preprocessing functions and hypotheses, we were able to attack parallel masked S-box implementations using the same mask. Our experimental results show that second-order DSCA attacks are a realistic and practical threat for masked hardware implementations of ARIA as well.

Although masking allows an increase in the number of needed traces, it is not sufficient to prevent side channel analysis attacks completely. Moreover, masked hardware implementations of ARIA need significantly more resources than unprotected implementations. Therefore, we conclude that further research is needed to develop efficient and secure hardware implementations of ARIA.
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